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The Vertical Dyadic Linkage Model

The VDL model says that supervisors deliberately develop
different exchange relationship with different subordinates.

Flenneth S. Law@ 2016
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LMX — Performance

Performance
° y=15x
; o/ R2= 876
iiiiiiH‘:_11OHHIIIHIHH
//; LMX
______________________________________ |
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Two levels of effects

Performance
h

Y=x+2
Y=2x-2
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. Y=15x
culture
......... LMX
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An example of the effects of team culture and
LMX on performance of subordinates.
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Figurative Illustration of HLM

x = LMX
y = performance

9 Fenneth S. Law@2016
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The purpose of HLM

Group Culture | Intercept Slope Equation

Group 2 Weak -2 2 Y=2x-2
culture

Group 1 Strong +2 1 Y=x+2
culture

We need to estimate the intercept and slope of each group separately.
y = intercept + slope x + error
What happened after estimating the intercept and slope of each group?

We try to find a group-level variable to predict the variable intercept

and slope in each group.

Intercept =y, + v, W +u,

slope=y,, +y,W +u,

Fenneth S. Law@2016

Group 2

(weak culture)

Group 1

. Within each level, there is a

regression analysis;

Level 1
Yy=PBytByxteg
Level 2
Yy=PptBrxt e

. The differential effect of x on y,

(strong culture) (i.e., the intercept S, and slope f3,)
at each level can be predicted by a
group level variable (W).
2
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The Individual level model

Expected performance of a
subordinate whose LMX=0

Performance of the ith
sub in the j group

Random error (unique
effect associated with
it sub in j™ group)

‘ﬂ vy =Byt Byxy

+ ’}/] 1y~ N(0,06)

Expected change in LMX of i sub in
subordinate performance | | j group
for a unit change in
LMX in the j™ group

I et . L2016

Affected by W;
Weak (the j™ group)
team
culture //\
Group 2

Group 1

Strong
team

culture

Note: The number of data points need within each group.

= ﬂtf:/"‘\guxu + 7 ]
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Varies
Varies across
within a different
Th_?_ . _d at%p as e __________________ group groups
Perf LMX
Yoox, vi= B+ B+,
v X team 1 i 7l ]y y
21 21
Y X . )
3 3 [ Yy = ﬁm + ﬁ}}xfi + 7y ] /
Y4I X41 _ W
v ¥ =Yob T Vo j+“oj'
T o1
Yo, X2 team 2 $ .
Y X Two types of team culture:
22 22 — ﬂ + ﬁ X 47 strong/culture vs. weak culture
Ys, X, Vi 02 1272 i2
Y42 X42 —
=¥10 +7”Wj +uy

Weak W, =0

Two types of team culture:
strong culture vs. weak culture

Strong W, =1

Fenneth S. Law@2016

The effects of team culture and LMX on
performance of subordinates ...

Yy =By + Byxy +1;
/Boj =Yoot }/GIIVJ +uy
ﬂ]j =Vt yIIIVj +uy

weak v, = B+ Bx, + 1

strong yn = Pp+ Ppxp+1

Team level

ﬁ.ﬂ; =V }/qu +uy

——————————————— V\/]
Leader .
- Member Subordinate
Individual level Performance
Yy = By + Byx; +1;
e ymums.ﬁ;.;ézzom
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Why need two levels?

Y LMX Culture
Yll X11 O
SO [y = B, + B,x +r]
i 0f L™ ij
Y Xs1 0 v, =By + Bx, +1y
ca 2 0 Boy =Yoo T 7V, + 1ty
Ysi X5 0 B
Y12 X]2 1 /B]_] - ;/10 + }/JIWJ' + HU
Yn Xp 1
' = , T A X+ 1
Y32 X32 1 Vi ﬁo_ ﬂI* L i2
Yo, Xp 1

Why can’t we use multiple regression and simply specify the following model?

vy ABYA By + Byw, + 1y

Fenneth S. Law@2016

Correlated Error Terms

Level | |y, =B, +B,x, +r| (2=Aths A ]

Level 2 :Bo,- =Yoot VonJ- +u,
ﬂ]j :ym"'VUWJ--FHU

Vi = [;Voo +;V01wj+u@"]+ [?’10 +ywtuy | x

Yi =Yoo T VoXy TVaW; H VX W; ’1}""“01-{"‘1;“1}}

Y, = boj + bb.xl.j + b_,jwj #@ r
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Fixed effect vs. Random effect

Random effect:

l l * does not mean that it is not systematic or error
Yy =Py + Byxy +1y L e that wokd b feren o ecch grup
Z 5 =Yoo+ YollV; + g Fixed effect:
ﬂjj =7+ }/”I’Vj + MIJ‘ . ;ﬁfdcéf ;:ler/;’fgjpr;ot change within this

t 1

Team
Culture
Team fevel

B =VwtryaW,+u,

/

= Voot VW, + uy,

J

Individual fevel

> 19 Henneth S. Law@2016

Significance Tests

-— 2. .
[| Yij = ﬁ@j + ﬁ]j X ity ] 1-test of whether tl_le residual
variances are zero, i.e.,
By =V + Vo W;+1iy How good is our estimation of the
_ W effect of team on “the effects of
B y =V T 7;“ jHiy LMX on subordinates’
performance”?

t-test of whether these ys are zero, i.e.,
Does team culture affects “the effects of LMX on subordinates’

performance™ (cross level interaction effect)

20 Fenneth S. Law@2016
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Wrap up: The 1dea of HLM

Group level ]
variable (w;) ﬁok = Vi VW Ty

Group 1

Fenneth S. Law@2016

Level 1 (e.g., subs) = zoj + ﬁt. X+ \\
Random Effects
Level 2 (e.g., teams) Boi= Yoo+ Yo Wit g
ﬁ1j= Yo T ru Wit uy;
Where we assume: t t Fixed Effects
E(ry)=0 Var(rij)=a2

Cov(ug, riy) = Cov(uyj, ;) = 0

gl Yi|_| 0 Var[”m}=[foofo1 - T
U 0 Uy T10 TlTl

In multi-level analyses, a quantity is random means that it V: . C .

fluctuates over units in the population. Therefore, estimates that ariance-Lovariance
are constant across levels is consider as fixed effects. Matrix Of the reSIduals
Sourcese: Snijders, T.A.B. “Fixed and Random Effects” In B.S. Everitt and D.C. Howell (eds),

Encyclopedia of Statistics in Behavioral Science. Vol. 2, 664-665. Chicester (etc.): Wiley, 2005,

-2 Flenneth S. Law@2016
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Average Effect of LMX on LMX of the it subordinate
Performance of the ith performance of a subordinate / in the j™ group
| subordinate-in-the j group subordinate ______| | performance in the”| """
whose LMX=0 j™ group
\ L o Random error of the i
Level 1 Yi = ﬁaj + ﬁ]jxij + vy ’ subordinate in j* group
1 ~ V(0,0

Effect of team culture on
Overall average performance of mean sub perf in a group
all subordinates in all groups

By =Yoo+ VoV, ity Vi~ N OT)

Level 2
= [ 2
/sz _710+711Wj + Uy uy; ~ N(0,7,1%)
A
Average effect of LMX on \
sub perf across all groups Moderating effect of team culture

on the effect of LMX on sub perf

Fenneth S. Law@2016

Limitations of HLM

Level 1 (e.g., subs) Y= Boj T By Xt

Level 2 (e.g., teams) Boi= Yoo+ Yor Wi+ gy
Bii= not mowituy;

Higher level variables explaining intercepts and slope of lower level regressions

Level 1 (e.g., subs) =Bt Brxit e
Team Ability of
performance team
members

Flenneth S. Law@2016
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A Realistic Model

Team level Proximity

Y
Individual level '—»

help, = B, + B, mood, +r,
/30; =Yoo Voo PYOX; t iy

ﬁj’j =V TV PTOX; H Uy,

Source: Hofmann, D.A. (1997). An Overview of the logic and rationale of hierarchical linear models, Journal of Management, 23(6), 723-744.

Fenneth S. Law@2016

A single level approach

help, = 3, + B, mood, + B3, prox, +1,

Source: Hofmann, D.A. (1997). An Overview of the logic and rationale of hierarchical linear models, Journal of Management, 23(6), 723-744.

26

Fenneth S. Law@2016
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Mplus Regression program

TITLE: Sample multi-level program on helping
DATA: FILE = helping.txt;
VARIABLE: NAMES = group help mood prox;

USEVARIABLES = help mood prox;

MODEL: help on mood prox;

OUTPUT:  TECHI;

[heipingzﬁﬁ 3 mood + @P"OXIW’J’]

Fenneth S. Law@2016

Mplus output

MODEL RESULTS
Estimate
HELP ON
MOOD 3.976
PROX 1.261
Intercepts
HELP 1.502

Residual Variances
HELP 40.962

S.E.

0.087

0.111

0.833

1.832

Two-Tailed
P-Value

0.000

0.000

0.071

0.000

helping =1.502+ 3.976" mood+ 1.261" proximity

Fenneth S. Law@2016

2016/5/19
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The Null model (random intercept only)

Baseline model or null model means that
there is no predictor in the model at all.

What is f3,? [ is the average helping behavior of each group.
What is rl-j? 7;;is the random error associated with each employee in each group.

What is y,,? 7yis the average helping of all employees in all groups (the grand mean).

What is u,,? uy;is the deviation of “average helping of group j employees” from the grand mean.

help; = y gy + 1ty +1;

The helping behavior of ith employee in the jth group is the sum of :
» the average helping of all employees in all groups

 the deviation of the jth group mean from the grand mean

 the deviation of the ith individual from the jth group mean

29 Henneth S. Law@2016

Mplus Baseline Model

TITLE: Sample multi-level program on helping
DATA: FILE = helping.txt;
VARIABLE: NAMES = group help mood prox;
USEVARIABLES = help;
WITHIN =
BETWEEN =;
CLUSTER = group;

ANALYSIS: TYPE = TWOLEVEL RANDOM;

MODEL:
%WITHIN%
help;

%BETWEEN%
help;

s T OUTPY T FECHEFECHS; oo

Fenneth S. Law@2016

2016/5/19
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Mplus output

MODEL RESULTS
Estimate S.E.
Within Level s
Variances o
HELP 31.757 18.011 0.000

Between Level

Means Yoo
HELP 31.394 22.269 0.000
Variances Too
HELP 97.786 15.287 6.397 0.000
What if ICC —0?
Intrac!ass . 97786 if
Variable Correlation =.755

= 97.786+31.757
HELP 0.755

Fenneth S. Law@2016

Fixed coefficient model

Team level

Indiwvidual level

help; = B, + B,; mood, +r,
/301 =Yoo+l

ﬁ =Y, c—————— The effect of mood on helping is
i 10 the same across all groups

Fenneth S. Law@2016

2016/5/19
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Mplus Fixed coefficient model

TITLE: Sample multi-level program on helping

DATA: FILE = helping.txt;

VARIABLE: NAMES = group help mood prox; helpg = ﬁo; + /31,' mood PR
CLUSTER = group; By =71

ANALYSIS: TYPE = TWOLEVE

MODEL:
%WITHIN

help on mood; helping affected by mood
. allow mean difference
help;
across group

%BETWEEN%
help;

Estimate the mean of
each group at Level 2

OUTPUT: TECHI1 TECHS3;

33 Henneth S. Law@2016

help, = 3, ; d. + 7.
Mplus HLM outpu elp, = B, + B, mood, +1,

""""""""""""""""" ﬁUJ :;/00+l{01

Estimate
Within Level
HELP ON
MOOD 2.999 . 0.000

Residual Variances
HELP 5.963

The within variable is helping,
0.000 dropped from 31.757 to 5.963

Between Level

Means
HELP 31.394 0.000
Variances
HELP 99.076 15.275 6.486 0.000
o 34 Henneth S. Law@2016
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Random coefficient model

Team level

Individual evel

help; = B, + B, mood, +r,

ﬂoj = Voo Ty

ﬂ;- =yt ——————— The effect of mood on helping is
J J allowed to vary across groups

35 Henneth S. Law@2016

Mplus Random coefficient model

TITLE: Sample multi-level program on helping

DATA: FILE = helping.txt;

VARIABLE: NAMES = group help mood prox; helpy = ABGj + /31] mood, PR
USEVARIABLES = help mood; By = Voot 1ty
WITHIN = mood;
CLUSTER = group; By =7, tuy,

ANALYSIS: TYPE = TWOLEVE

MODEL:

o, WITHIN® / * we label the ﬁrst-level effect of

help; / mood on help (i.e. B;) as s;

s | help on mood; ¢ mean help of each group (i.e. £)
as represented by “help” at the

%BETWEENY %BETWEENY% statement is

help; estimated automatically.

s:

help WITH s; «—————* The intercept (5, and slope (4}

in level-2 are correlated.

3 OUTPUT: TECHI TECH3; o a0t

2016/5/19
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|
help. = B+ B, mood. +r.
Mplus HLM outp 2y = Pyt fy moody 41,
__________________________ ﬁoj =Joo Tl o)
Estimate S.E. Est./S.E.
= u
Within Level ﬁ ;}/}/{j J
Residual Variances g The within variable is helping,
HELP 5.611 0.304 0000 52 dropped from 5.963 to 5.611
Between Level
HELP WITH
S -0.105 0.813
Y
Means %
HELP 13.837 Vo 0.000 Original s fixed effect
S 3.013 0.000 estimate was 2.999
Variances Tog
HELP 41.681 0.000 )
S 0.125 0.037 3.360 0.001 «—— Variance of s (;,)
is highly significant
> 37 Fenneth S. Law@2016

HLM : Centering

Grand mean

No centering

x centering
CENTERING The helping of the i @

sub in the j* group

Mean helping of all sub
x in the whole sample
i].
Group mean
%j centering
Mean helping of all

sub in the j" group

19
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Expected value of y;
when x; is 0

Expected change in y; given
a unit change in x;

C

“Yy = ﬂOj + /BUXg + 72}]

Expected value of y; when x; is
equal to mean x; of the jth group

Expected change in y; given a unit deviation of
x; from mean x; of the same group

-\¥
Job performance of the it
sub in the j™ team

B

_{Yif =Py +ﬂ;‘(ij _‘?-f)*""zj)

Expected value of y;
equal to the overall

when x; is
mean x;

Expected change in y; given
of x; from the overall mean

a unit deviation
X

ij

\

\ 4 —
\ Yij - 'Bof + ’611' (Xff B X) T J

Group Person X X’ y
1 1 2 -1 3
1 2 3. 3
1 3 3 |17 4
1 4 4 1 4
2 1 37 -1 2
2 2 4 x40 3
2 3 5 1 4
3 1 2 -5 4
3 2 3 5 3

Fenneth S. Law@2016

2016/5/19
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Grand-mean vs. Group-mean centering

Group Means
1 2 3 -4 5 6 7
| | r \ o |
O N ~ ' \ Group 1
O U >
-1 +2 7
~ ):l: ~ Group 2
\ed |
-1 0 +1 .
~ A ~ Group 3
e
-1 0 +1
Grand Mean
Q O O O O
+3
_________________ :3.______________________:.L________________________:F_I__________________________________________________.
Kenneth S. Law@2016

No Centering

y

A

y=.80+.77x

Jrn =354
Y, = Byt By X, - X, )+,

y=35+1.5x y=.816x

y Rawx | Grand | Group
1 1 =25 -1

3 2 -1.5 0

4 3 -0.5 1

3 4 0.5 -1

4 5 15 0

6 6 2.5 1
bo 0.80 3.50 3.50
b1 0.77 0.77 1.50

X
FHenneth S. Law@2016

2016/5/19
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Grand Mean Centering

Y, = fy+ B X, +r y=80+.77x
Y= B+ By (X, - X+ y=3.5+.7Tx

¥ = (ﬁoj - ﬁuy--) + B X+ y=35+15x

o //
o ,/
o L - . o 4/

yd

X
----------------------------------------------- R e B
43 Henneth S. Law@2016
Group Mean Centering
Y, = Py + PyX, +1; y=80+.77x
Y, =Byt By X, - X, )+, y=35+"77x
Y= (- BX )+ BXy+ry y=35+15x
.': o
S
Predicted y of f /
group mean x w\ g
; / .
------------------- R A S
44 Henneth S. Law@2016
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Effect of shifting on intercept & variance

by would be
different if

x’'=x+5

* Not only the mean values of
bg; would be different, the
variance of by, i.e., 7y
would also be different with
different centering options

* The same is true for b;; and
7y & 7.

7

For the original x values, the
three groups would have
exactly the same intercept.

x+5 X

Henneth S. Law@2016

Group Mean Centering

» when group mean centering is adopted, the level-1 intercept variance
is equal to the between group variance in the outcome measure.

* As aresult, the level-2 regression coefficients, under group mean
centering, simply represent the group level relationship between the
level-2 predictor and the outcome variable of interest (i.e., the
relationship between the level-2 predictor, X;, and Y;).

E(Y)=E(B)+BE(X, -X,)+EG)
?'J = ﬂ@
ﬂa; = }7-,

Y; =ﬁ0¢ +ﬂ.r,v (Xe _y:-)'H}
By =Yoot YuG, Uy

By =70t 7uG iy

Fenneth S. Law@2016

2016/5/19
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Grand Mean Centering

» when grand mean centering is adopted, the variance in the intercept
term represents the between group variance in the outcome measure
adjusted for the level-1 predictor(s).

* The level-2 regression coefficients represent the group level
relationship between the level-2 predictor and the outcome variable
less the influence of the level-1 predictor(s).

E(Y,)=E(B,)+ BE(X,-X.)+E(,)
Y, =f,+B X, -BX.
By = }7'1 =By (E: _E)

=5
15@ =Yw ™t IVOJGJ:_

By =vut 1uGituy

L 47 Henneth S. Law@2016

Mplus Random coefficient model

TITLE: Sample multi-level program on helping

DATA: FILE = helping.txt;

DEFINE: center help (grandmean);

VARIABLE: NAMES = group help mood prox; By =V +1ty
USEVARIABLES = help mood; B, =71,+1,
WITHIN = mood,; ' '
CLUSTER = group;

ANALYSIS: TYPE = TWOLEVEL RANDOM,;

MODEL:
%WITHIN%
help;
s | help on mood;

help, = 3, + B, (moad! —muud..] +7

%BETWEEN%
help;
S;
help WITH s;
a8 Fenneth, S. Law@2016

OUTPUT:  TECHI1 TECH3;

2016/5/19
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Grand Mean Centering

Y, =By + BiX, +;

] 1

Yzj = ﬁoj +ﬁlj(ij —}..)+r;j

Fenneth S. Law@2016

Mplus HLM output

help, = B, + B, (macid¢ 7mood..) +7

ﬁq =+l

No Centering

By =7p+u,
P ;

Grand Mean centering

SR
Estimate P-Value Estimate P-Value
Within Level
Residual Variances
HELP [5.611 0.000 5.611 0.000 [ ]
Between Level
HELP WITH
s 0813 0.156
Means
HELP 13.837 0.000 31.428 0.000
S [3.013 0.000 3.013 0.000 | |
Variances
HELP 41.681 0.000 44.702 0.000
S [0.125 0.001 0.125 0.001 ||
> 50 ——

Fenneth S. Law@2016

2016/5/19
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Group Mean Centering

Y, = [y + B X, +r y=80+.77x

y=35+1.5x

Y:j =ﬁ0j+ﬁ1j(X{,-—Y.J)+}b.

Fenneth S. Law@2016

Mplus Random coefficient model

TITLE: Sample multi-level program on helping
DATA: FILE = helping.txt;

DEFINE: center help (groupmean);
VARIABLE: NAMES = group help mood prox;
USEVARIABLES = help mood;

)6’@ =ty

ﬂ;, =V U

help, = 3, + B, (mood; —mood__;)+1}f

WITHIN = mood;
CLUSTER = group;
ANALYSIS: TYPE = TWOLEVEL RANDOM,;
MODEL:
%WITHIN%
help;
s | help on mood;

%BETWEEN%
help;

85

help WITH s;

> 52
OUTPUT:  TECHI1 TECH3;

Fenneth S. Law@2016

2016/5/19
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Mplus HLM output

Estimate

Within Level
Residual Variances

HELP 5.607
Between Level
HELP WITH

S 0.239
Means

HELP Yoo 31.394

S Yo 2.999
Variances

HELP Too 99.095

S T 0.127

> 53

0.304

0.639

1.410
0.069

15.275
0.038

Est./S.

help, = B, + 5, (moodg —mood,J)H;j

ﬁq =Vop +y

ﬁ{: =Vt

18.445

0.374

22.269
43.632

6.488
3.372

0.000

0.708

0.000
0.000

0.000
0.001

Fenneth S. Law@2016

Mplus HLM output

help, = B, + B, (maodﬁ 7mood..J +7

By

No Centering

=V +ily

L ﬂ}j =Vt

Grand Mean centering

Group Mean centering

Estimate P-Value Estimate P-Value  Estimate P-Value
Within Level
Residual Variances
HELP 5T 0.000 5611 0.00d 0.000
Between Level
HELP WITH
S 0.813 0.156 0.708
Means
HELP 13.837 0.000 (31.428 0.000 (31.399 0.000
S [3:013 0.000 3.013 0.000] (2999 0.000
Variances
HELP 41.681 0.000 C44.702 0.000 C99.095 0.000
S [0.125 0.001 _ 0.125 0.001]  0.127 > 0.001
> 54

Fenneth S. Law@2016

2016/5/19
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Examples of different HLM models

Model 1

v
i =P 1
ﬁw _ﬁw +y;
| |
Grand Random
mean group
effects
Y; is affected by:

(1) A grand mean;
(2) The random (group) effects
(3) Random (individual) errors

Fenneth S. Law@2016

2016/5/19
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Level 1 Yg = ﬁoj + 1
random effects
Level2 B, =y, + Uy —
Yzj = ﬁOj + ¥y

/30;' =Yoo T Uy,

57 Fenneth S. Law@2016

Model 2

Random errors

Y,=8,+8,(X, —Y_,)ngj

By =%/o T Y W;"'T”o;‘

Grahd Random
mdan effects
B =V
Y; is affected by:
(1) A grand mean;
(2) Random (group) effects Note: the X-effect
(3) A third variable (X) effects (covariance effect) is

constant. It is neither
affected by another
variable W, nor having a
random component.

(4) Random (individual) errors

- 38 FKenneth S. Law@2016

2016/5/19
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59

Level 1 y;‘f:ﬂOj_i_lBljxij_'_r;j
Level 2 By =7 ity
ﬂ]j =710

Vi = 1601' +161jxrj + ¥y
/Boj =Yoo T Uy

IBJj =710

random effects

No random effects

- 60 Fenneth S. Law@2016

2016/5/19
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Simple regression models

Level 1 Y, =B, + B, (XU —X_,»)+r,.j
Level 2 /30]_ =¥

1811' =710

Y, =By + By (X, - X )+,
BQ, =Yoo
ﬂ!j =Y

Level-2 effect is not modeled, it reduces to Level-1 effect only.

Model 4

Random errors

Y, =5y t7
ﬁ@f =Yoo T Yur ij‘"”@j

T

Grand Random
mean effects

Y;; is affected by:

(1) A grand mean;

(2) Random (group) effects
(3) A third variable (X) effects
(4) Random (individual) errors

Fenneth S. Law@2016

2016/5/19
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Mean-as-outcome regression

Level 1 Yg = ﬁaj

Level2 B, =y, + Vo W, +u,,

Yij = ﬁof' + T

ﬁrﬁij =Yoo t Yo W/:f-l_qu

The means from each of many groups as an eutcame to be
predicted by group characteristics.

1

Y; is affected by:

(1) A grand mean;

(2) Random (group) effects
(3) A third variable (X) effects
(4) Random (individual) errors

Random errors

7)o
W, =0 —— Kj=ﬂvj+ﬂfj(er_X'f)+ry'

= Rand
ﬁﬂj Yoo + Yo Wj+ll0}'“‘ ancom

ﬁ}j =Yoo t 7u Wj+ulj

effects

Grand
mean

Fenneth S. Law@2016
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Intercepts-and-Slopes-as-outcome regression

Level | Y, =B, +B,(X,-X,)+7,

Level 2 )Boj =Yoo T Yo Wj i
ﬁj;‘ =V t Yu W;‘

* Both the intexcepts and slepes as eutcomes to be regressed
(predicted by 7).

* Have you studied all 4 of interests, or do you want to
generalize to other s.

65

Another example

Meanses

- 66 Fenneth S. Law@2016
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Model 1: Null model

TITLE:

DATA:

VARIABLE:

ANALYSIS: TYPE =TWOLEVEL RANDOM;

Sample multi-level program on helping (hlm_sem]l)
FILE = hlm_sem.dat;

NAMES = schid minority female ses math size schtype meanses;
USEVARIABLES = math;

WITHIN =; ! level I variables here (none)
BETWEEN =; level 2 variables here (none)
CLUSTER = schid;

math, = B, +1,

ﬁ@— = Voo Ty,

MODEL:
%WITHIN%
math; | no fixed effects
%BETWEEN%
math; | no predictors of intercept
OUTPUT: TECH1 TECHS3;

Fenneth S. Law@2016

Mplus output

Within Level

Variances
MATH

Between Level

Estimate S.E.
error variance level-1
The within variable is MATH,
o2 =39.148. This is the
variance of r;, which is
constant across level-2 units.

Means
MATH 12.637
Variances
MATH 8.562 1.057 8.100 0.000
error variance level-2
Ces T

Fenneth S. Law@2016
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Model 2: A level-2 predictor

TITLE: Sample multi-level program on helping (hlm_sem?2)
DATA: FILE = hlm_sem.dat;

VARIABLE: NAMES = schid minority female ses math size schtype meanses;
USEVARIABLES = math meanses;
WITHIN =
BETWEEN = meanses;

CLUSTER = schid; math, = fi, +1,

ANALYSIS: TYPE = TWOLEVEL RANDOM; By = Voo + VyMeanses +u

g
MODEL:
%WITHINY
math; .
%BETWEEN% e \ ------
math ON meanses; ! Level 2 predictor of mean ses
OUTPUT: TECHI1 TECH3;
69 Henneth, S. Law@2016

math, = 3, +r,

Mplus output

By =¥ + ¥y Meanses + u

]

Estimate
Within Level
Variances
MATH 39.157

Between Level

ath between groups

MATH ON

MEANSES . 8.276 0.000
Intercepts

MATH 85.575 0.000

Ty dropped from 8.562 to 2.598
0.467 5.558 0.000

Residual Variances
MATH 2.598

70 Henneth S. Law@2016
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Model 3: A level-1 predictor

TITLE: Sample multi-level program on helping (hlm_sem3)
DATA: FILE = hlm_sem.dat;

VARIABLE: NAMES = schid minority female ses math size schtype meanses;
USEVARIABLES = math ses;
WITHIN =ses; ! Level I predictor of math
BETWEEN =
CLUSTER = schid;

math, = B, + B, ses +1,
ANALYSIS: TYPE =TWOLEVEL RANDOM; ﬁ(]j =Yoo t Vo Ty

MODEL: By =Vt 7ty
%WITHINY

math; | Mean (intercept) of math for each group
s | math ON ses; ! slope for each group - \

%BETWEEN% T AN
math; ! nothing predicts intercept
S; ! nothing predicts slope
math with s; ! Covariance between intercept and slope

71 OUTPUT: TECHI1 TECH3; Henneth S. Law@2016

Mplus output

Within Level o2 dropped fro

Residual Variances
MATH 36.831

Between Level

MATH WITH
S -0.167
Means

MATH 12.666
S 2.394

Variances
MATH 4.781
S 0.402

> 72 Fenneth S. Law@2016
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Model 4: Both level-1 & level-2 predictor

TITLE: Sample multi-level program on helping (hlm_sem4)
DATA: FILE = hlm_sem.dat;
DEFINE: center ses (groupmean);

VARIABLE: NAMES = schid minority female ses math size schtype meanses;
USEVARIABLES = math ses schtype meanses;

WITHIN = ses;

BETWEEN = schtype meanses;

CLUSTER = schid;

ANALYSIS: TYPE = TWOLEVEL RANDOM;

‘\

math, = B, + 3, (sesy —se.s,,-)+:;i
By = Vi + YoSchtype, + ymeanses , +u,,

By = 710+ Vischtype, + y,,meanses  +u,,

MODEL:

%WITHIN%
math;
s | math ON ses;

%BETWEEN%
math ON schtype meanses;
s ON schtype meanses;
math WITH s

> 73 OUTPUT: TECH1 TECH3;

Fenneth S. Law@2016

Mplus output

Estimate S.E.

Within Level o dropped from
Residual Variances 39.148 t0 36.720

MATH o° 36.720 0.721
Between Level
S ON

SCHTYPE Vi -1.640 0.238

MEANSES Y2 1.033 0.333
MATH ON

SCHTYPE Yor 1.227 0.308

MEANSES Yoz 5.332 0.336
MATH WITH

S 0.200 0.192
Intercepts

MATH Y00 12.096 0.174

S Vo 2.938 0.147
Residual Variances

MATH To0 2.316 0.414

S 71 0.071 0.201

Est./S.E. P-Value

math, = 3, + 3, (sesy. —ses_,-)+t;j
By = Vo + YaSChiype, + ymeanses , +u,

By = Vi + yuschtype, + y,meanses , +u,,

-6.905 0.000
3.100 0.002
3.982 0.000
15.871 0.000
1.041 0.298
69.669 0.000
19.986 0.000
5.591 0.000
0.352 0.725

Fenneth S. Law@2016
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Model 5: Fixed effect for slope

DATA:
DEFINE:
VARIABLE:

Sample multi-level program on helping (hlm_sem4) @

FILE = hlm_sem.dat;

center ses (groupmean); @ @
NAMES = schid minority female ses math size schtype meanses;
USEVARIABLES = math ses schtype;
WITHIN = ses;

BETWEEN = schtype;

math, = By, + f,; (sesv - ses.;) +1;

CLUSTER = schid; By = Voo + YorSchtype, +u,,
ﬂij =%
ANALYSIS: TYPE =TWOLEVEL RANDOM,;
MODEL:
%WITHIN%
math ON ses;  Note: NO s| math on ses for fixed effect
%BETWEEN%
math ON schtype;
! Nothing to predict s since it is a fixed effect
! NO math WITH s since s will not change across level
_______ OUTPUT. _ TECHITECH3; ..
> 75 Henneth S. Law@2016
math, = B, + B, (sesy, — ses.; ) +7
Mplus output By = 1o+ uschipe, it
Lﬂ.’j =Y
Estimate S. Est./S.E. P-Value
Within Level
MATH ON
SES Yo 2.191 0.129 16.938 0.000
Residual Variances
MATH o? 37.008 0.715 51.771 0.000
Between Level
MATH ON
SCHTYPE Yor 2.805 0.436 6.434 0.000
Intercepts
MATH Yoo 11.393 0.292 38.959 0.000
Residual Variances
MATH Too  6.643 0.869 7.645 0.000
76 Fenneth S. Law@2016
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Model 6: Random and fixed effect for slope

DATA:
DEFINE:
VARIABLE:

Sample multi-level program on helping (hlm_sem4) @

FILE = hlm_sem.dat;
center ses (groupmean);

NAMES = schid minority female ses math size schtype meanses;
USEVARIABLES = math ses female schtype:

WITHIN = ses female;

math, = 3, + f3,ses + B, female+1,)

ANALYSIS: TYPE = TWOLEVEL RANDOM; B =7
MODEL:
%WITHIN%
s | math ON ses;  Note: NO s| math on ses for fixed effect
math ON female; e
%BETWEEN% Ces @
math ON schtype; "
S; ! Nothing to predict s @
math WITH s;
> 77 OUTPUT: TECHI TECH3; Fenneth S. Law@2016

BETWEEN = schtype;

CLUSTER = schid; Py = Voo + Forschiype, +ut

ﬁzj =Yty

____________ IR o)
Estimate S:E:

ﬁQj =Vw +7015c'hr}?7€; +uy,

ﬁ]j =V Ty

math, = 3, + B ses + B, female+r,

Within Level -
MATH ON Fixed effect 16‘} =V

FEMALE -1.199 0.182 -6.599 0.000
Residual Variances

MATH o2 36.602 0.714 51.262 0.000
Between Level
MATH  ON

SCHTYPE Yor 2.548 0.405 6.286 0.000
MATH WITH

S 0.704 0.347 2.030 0.042
Means

N Y10 2352 0.125 18.775 0.000
Intercepts

MATH Yoo 12.092 0.302 39.997 0.000
Variances

S Ti1 0.360 0.228 1.575 0.115

Residual Variances

MATH Tpp 3.626 0.629 5.766 0.000

Fenneth S. Law@2016
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79 FKenneth S. Law@2016

Mplus Programming: random intercept

(1) No need to declare whether ay
variable is between or within.

(2) If you do not state whether a

DATA:  FILE = ex9.1a.dat; variable is WITHIN or BETWEEN,

VARIABLE: Mplus assumes that it has both

NAMES =y x w xm clus; between and within variances.
WITHIN =x; < Level |

BETWEEN = w xm; < Level 2 Grouping variable 1,2, 3, 4, ...
CLUSTER = clus;
DEFINE:

CENTER x (GRANDMEAN); Multilevel model with random intercept
ANALYSIS: /
TYPE = TWOLEVEL;

MODEL: Y, =, +BX, +r,
%WITHIN% —
y ON x; By, =V otV +7px)+iiy,
%BETWEEN%
y ON w xm;

TITLE: two-level regression with a
random intercept and an observed covariate

> 80 Fenneth S. Law@2016
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Mplus Output

SUMMARY OF DATA
Number of clusters 110
Average cluster size 9.091

Estimated Intraclass Correlations for the Y
Variables

Intraclass
Variable Correlation

Y 0.570

Henneth S. Law@2016

Mplus Output

SUMMARY OF DATA
Number of clusters 110
Average cluster size 9.091

Estimated Intraclass Correlations for the Y
Variables

Intraclass
Variable Correlation

Y 0.570

THE MODEL ESTIMATION TERMINATED
NORMALLY

Flenneth S. Law@2016
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Mplus Output

MODEL FIT INFORMATION

Number of Free Parameters 6
Loglikelihood
HO Value -1525.938
HO Scaling Correction Factor ~ 0.9402
for MLR
HI Value -1525.938
HI Scaling Correction Factor ~ 0.9402
for MLR

Information Criteria

Akaike (AIC) 3063.876

Bayesian (BIC) 3093.322

Sample-Size Adjusted BIC 3074.266
(n*=(n+2)/24)

Chi-Square Test of Model Fit

Value 0.000*

Degrees of Freedom 0

P-Value 0.0000

Scaling Correction Factor 1.0000
for MLR

RMSEA (Root Mean Square Error Of Approximation)

Estimate 0.000
CFI/TLI

CFl 1.000

TLI 1.000

Chi-Square Test of Model Fit for the Baseline Model

Value 491.881
Degrees of Freedom 3
P-Value 0.0000

SRMR (Standardized Root Mean Square Residual)

Value for Within 0.000
Value for Between 0.000

Henneth S. Law@2016

Mplus Output

MODEL RESULTS

Two-Tailed
Estimate S.E. Est/SE. P-Value

Within Level

Y oNn B
X 0724 0033 22.118 0000

Residual Variances 0'2
Y 1.022 0.041 25.117  0.000

/ Between Level

Y ON Yoi

W 0.570  0.108 5305  0.000
XM 0976 0.160 6.107  0.000
Yoz
Intercepts
Y 1.991 0.080 24.804  0.000
Yoo
Residual Variances
Y 0.571 0.088  6.486  0.000
\ oo

Yrj = ﬁoj +ﬂ1Xy + 1

ﬁﬂj :yoo-l'}’mn/] +}/02x-J +”0;

Fenneth S. Law@2016
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Partitioning within and between variance

X, =(x, = %) +(x))

X. =X " +x£y.

ij W
X, =X =X,
X,, = X; ~ X

Grou mean centering

> 85 Henneth S. Law@2016

Hypothetical data

innovation performance

Group X Mean x y
1 3 4 5

1 4 4 5

1 5 4 5

2 1 2 3

2 2 2 3

2 3 2 3

3 2 3 4
3 3 3 4
3 4 3 4
r =10 =

x) ’})" 7 1
> 86 Henneth S. Law@2016
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Partitioning within and between variance

TITLE: Partitioning variances
DATA: FILE = ex9.1b.dat;
VARIABLE: NAMES =y x w clus;

Note: the data does not have xm
(we estimate xm from the data)

BETWEEN = w;
CLUSTER = clus;
DEFINE: CENTER = x (GRANDMEAN);

We do not declare x as WITHIN

ANALYSIS: TYPE = TWOLEVEL: <— Same random intercept model

MODEL:
%WITHIN% o

y ON x (g01);«—— Effect of within
%BETWEEN% group x on'y

y ON w

x (g10); «—— Effect of mean x on'y
MODEL CONSTRAINT:
NEW(diff);

diff = g10 — g01;

Henneth S. Law@2016

Mplus Programming: random intercept

TITLE: two-level regression with a

random intercept and an observed covariate

DATA: FILE = ex9.1a.dat;
VARIABLE:
NAMES =y x w xm clus;

WITHIN =x;
BETW@EN;iEE‘\\\\\\\\\\
CLUSTER = clus

DEFINE:
CENTER x (GRANDMEAN);

G) No need to declare whether a y\

variable is between or within.

~ (2) If you do not state whether a
variable is WITHIN or BETWEEN,
Mplus assumes that it has both

ANALYSIS:
TYPE =TWOLEVEL;
MODEL:
%WITHIN%
y ON x;
%BETWEEN%
y ON w xm;

between and within variances.

Fenneth S. Law@2016
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Full HLM model

Randem slape and intercept

Slope and intercept as outcome regression

. 89 Henneth S. Law@2016

Mplus : random slope & intercept

TITLE: two-level regression with a _ .

random intercept and an observed covariate Y= B+ By 1

B:I”I;?ABS;LE ex9.2a.dat; ﬂo; =70 +701W} X+ ty,

NAMES =y x w xm clus; /Blj =710+711WJ Ty Xt

WITHIN =x;

BETWEEN = w xm;

CLUSTER = clus;

DEFINE: CENTER x (GRANDMEAN): S s the slope of x—y

ANALYSIS: TYPE for each group

MODEL:
%WITHINY

%BETWEEN%
ys ON w xm; €<—

y WITH s
\

w and xm affect both the
intercept y and the slope s

The random slope is correlated

> 90 Fenneth S. Law@2016
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Mplus Output

MODEL RESULTS
Two-Tailed
Estimate SE. Est/SEE. P-Value

Within Level
Residual Variances

No slope or intercept estimate at the
Y 1032 0047 22126 0,000

within level because they are random

Yr’f = /BOJ +'81JXU 7

Between Level

s ON

W Y11 039% 0097 4063  0.000
XM Y12 0542 0136 4001  0.000

=1 1 ~
Y ON /BOj /00+701IV1'+7/02A-J +”0;
w Yo7 0874 0.118  7.387  0.000 -
XM Ypgp 1345 0d64 8186 0000 B, =v itV +rpxs +uy,
Y  WITH ) -
s 0306 0067 4572 0000 Correlation of random slope and random intercept
Intercepts

Y Yoo 2113 0088 24021  0.000
S Yig 1039 0075 13813  0.000

Residual Variances
Y Tgg 0606 0.101 5982  0.000
S T77 0334 0056 5932  0.000

Estimation
Some issues on
HLM estimates

Flenneth S. Law@2016

2016/5/19

46



Estimation in HLM

/Boj =700+7/01IVJ iy
ﬂYij :ﬁ01+ﬁlefJ+"sz

161,' =7/10+711ij +uy;

Group 3

Group 2

93 Fenneth S. Law@2016

94

2016/5/19

47



Estimation in HLM

iﬁw = Voo + Vo, W, H iy,
BU =%t }/UWJ +uy;

HI

MID

LO

95
Two sets of estimates (I)
» For a particular team (e.g., Team 2), one can simply run an OLS
regression and estimate the Level 1 effect (3, and 3,,) using the Level 1
equation: @
Yy =P+ PX,+1, '
» After knowing S, and S, , one can then estimate y,, , %, , 70, and y;;
using W, in the following Level 2 equations:
Boj =Yooty W, +u,, (when j=2)
B =rw+ruW,+u,  (whenj=2)
» One then has two sets of S estimates, those estimated by Level 1 data and
those estimated by Level 2 data.
96
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97

Estimation in HLM

98

» /s as estimated using Level 1 data ‘Yyk =P + BuXy +rv.k‘
Bo, =70 + 7a W, +u,,

— 7
ﬂl; =% T 7n H}"'“U

» /s as estimated using Level 2 data

» One then has two set of s estimates.

» HLM provides an overall weighted average estimate of the using these two
sets of festimates. The weights are obtained by partitioning the observed
variances of S into a true variance vs. error variance components. The
resulting composite S estimates produces a smaller mean square error term
than either the Level 1- and Level 2-estimates.

2016/5/19
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Estimation

» The first estimator of the S is simply the OLS regression estimator based on
data from team j:

A . —1_ .
OLS(B,) = (ijj) XY;
» The second estimator is the predicted value of £ given team culture captured

by W
j

Second(,éj) =W, ;

For each level of Level 2:

» The optimal combination of these two estimators is: || A, =7y, / (1'00 vy, )

optimal(B)= A, B,+([-A, )W, 7 Ay =1,/ (z,+v,,)
Where ‘Aj :Tﬁ\j’l :T(T-ij)A‘ v, = i v, = o’

T is the parameter dispersion (variance of the S or the T matrix)
V;, is the error dispersion (variance of random error within each group)
A, is the ratio of true variance to total variance or the reliability of the parameters

99

Percentage of variance accounted for

Yy = ﬁo;* ﬁlj.(x,}. 7x_j)+r,j
/3’@. =Vt Yo W, iy

By =Vt rw, +uy

Variance at level-1

* How much of the variances of y;
is due to level-1 and how much to

Variance at level-2 level-2?

* How much variance of y; is
accounted for at level-1, how
much as level-2?

100
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Percentage of variance explained when
there is a group-level predictor

;qq (random regression) - 744 (fitted model)

% varaince explained in f; =

A

Tqq(random regression)

Random Regression Model Fitted Model
Kj:ﬁOJJrﬁlj(Xa'_/?f)Jrrv Y"f =ﬂ°f+'811(X‘é"_X'j)+r’7
)Bo, =Yoo Ty,

iglj =V THy;

%'qq (random regression) 7 ¢ (fitted model )

101

N (Model3 A

Model 1
¥, =B, +1, Yy = ﬁ@ +,3L. (SESU —MEANSESJ )+
By = Voo Tty Py =1ttty
\_ ) \ﬁ@- =Yty J
( Moa’el 2 \ [Modei 4 w
v, =B, +r, Yy =Byt 5y (SESU —MEANSES | ) +1;
By = Voo + Yo (MEANSES), +uy, By =Yoo + Yo MEANSES), +u,
\_ J \ﬁu,v =Ywt¥u (MANSES)j +uy )
Var Model 1 | Model 2 | Model 3 | Model 4
T o? 390.15 39.16 36.71 36.71
Uy; Too 8.62 2.64 8.68 2.65
uy Ty .68 .66
T2 HLM mznu;l ----------------------------------- FKenneth S. Law@2016
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% variance accounted for

Var Model 1 Model 2 Model 3 Model 4

baseline Level2 Levell Levell&2
predictor | predictor | predictor

I @ | [/39.05\ | 3916 | 3671 36.71
uy |\ 862/ | 264 8.68 2,65
uy T, 68 66
7,,(M 8.62
Ratio 1= wld) =.1804

7, (M) +0°(M,) 8.62+39.15

18% of variance of Math attributable to level 2 (school level);
82% of variance is at the individual level (level 1).

103 Fenneth S. Law@2016

% variance accounted for: Level 1

Var Model 1 Model 2 Model 3 Model 4

baseline Level2 Levell Levell&2
predictor | predictor | predictor

I @ [(3915) | 3016 | Ge71) | 367

8.62 . 8.68 2.65
.68 .66

c*(M,)-c*(M,) _39.15-36.71
*(M,) 39.15

=.0623

Ratio 2=

6% of individual Math variance is explained by SES.

- 104 Fenneth S. Law@2016
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2016/5/19

% variance accounted for: level 2

Var Model 1 Model 2 Model 3 Model 4

baseline Level2 Levell Levell&2
predictor | predictor | predictor

I o 3005 | 3906 | 3671 | 3671
uy w | (862 )] (264 )| 868 2,65
u; T, T~ 68 66

Too(M ) =7, (M,) 8.62-2.64
7, (M) 8.62

Ratio 3= =.6937

The level 1 variable SES helped tremendously (|69.37%) to explain the math
performance across schools.

Fenneth S. Law@2016

% variance accounted for: intercept/slope

Var Model 1 Model 2 Model 3 Model 4

baseline Level2 Levell Levell&2
predictor | predictor | predictor

T c? 39.15 39.16 36.71 36.71

uj T 8.62 264|868 2.65
i “u @ @

7, (M) =7, (M,) 8.68—2.65

Ratio 4a = =.6947
7,,(M,) 8.68

Ratio 4= M) =7, (M,) _ 68-66 _ ;)
7,,(M)) 68

Adding MEANSES explained intercept, but not slope.

Fenneth S. Law@2016

53



% variance accounted for

Var Model 1 Model 2 Model 3 Model 4

baseline Level2 Levell Levell&2
predictor | predictor | predictor

I @ | /390N | 3906 | 3671 | /3670\

Uy, T, | \862/ | 264 s68 | 265/ 4.7%
66

u, 1, 18% 68

70 (M,) 2.65

Ratio 5= > =
T, (M)+0o"(M,) 2.65+36.71

=.0673

When compare M, and M,, the % level 2 residual variance 1, dropped from
18.04% of total residual variance to 6.73% (about 1/3), meaning that
MEANSES is a more effective predictor than individual SES.

Fenneth S. Law@2016

% variance accounted for

Var Model 1 | Aodel2 | Model3N] Model 4

baseli Level2 Levell Dsyell &2
predictor | predictor | predictor

<«

\ 4 A % A)
N o |x39.15 39.J65 | 3671 3671
uy w, AN 862 | 2k4¥ | 868 265 %
T~ A
u; T, 7 / 68 T 66
) i Ratio 4
Ratio 1 Ratio 2 (Add MEANSES
(mainly &2, (SES reduced 62 reduced 1, but not t,;)
o2 student small o)) by only 6%)
variance in math; .
Too school variance . Ratio 5
in math) Ratio 3 (o0 | 1/3 by adding SES and
(Tg0 | 69% by MEANSES)
o adingMEANSES
108

Fenneth S. Law@2016
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¥, = By + By Xy~ X )+ 8 (0, - X ey

As discussed £ and f3;; are modeled as left:

B; can be modeled in four different forms:

ﬁ()j =700+701W1 +iy,
ﬂ]; =y10+711WJ +iy;

1. The effect of Xy; is constrained to be invariant across Level-2 units;

.32]':720

2. The slope fy;is a function of an average value 7, plus a random effect associated

with each Level-2 unit;

B = 1ao+ Uy

3. Part of the variation of the slop A, can be predicted by W, but a random components,

Uy, remains unexplained;

B = 1ot 7 Wi+ Uy

4. Once the effect of J7] is taken into account, the residual variation in By [Var(uy)=1,]

is negligible.
B = 1ot Wj

Fenneth S. Law@2016

Level 1 & 2 models

IBOj =}/oo+701Wj Ty,
IBlj =},10+},11H/j +uy;

Level 1 2

Units subordinates teams

Errors (random effects) Ty Ugj Uy

Variance Var(ry) = o? Var(uy;) , Var(uy;) , Cov(uy; , uy;)

Parameters p 14

Predictor X; 4
e

Fenneth S. Law@2016
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